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Abstract—Mobile sensor networks can increase sensing coverage both in space and time and robustness against dynamic changes in the environment, compared to stationary wireless sensor networks. For operations in a dynamic or unknown environment, mobile sensors need the capability of learning a suitable model during its operations. However, due to the limited communication bandwidth, it is prohibited to share all measurements with other mobile sensors. In this paper, we propose an efficient distributed learning algorithm based on cross validation for mobile sensor networks, which takes the advantage of a multi-agent system and minimizes the communication overhead while achieving excellent performance, and demonstrate its performance in simulation.

I. INTRODUCTION

Mobile sensor networks exhibit superior adaptability and high-resolution sampling capability when compared to stationary wireless sensor networks [1] and they are able to operate under a dynamic environment [2] and unstructured or harsh environments [3]. But, for mobile sensor networks to work under dynamic or unstructured environments, the ability to understand and learn from complex environments is of paramount importance. We can model such complex environments using a nonparametric estimation method, e.g., Gaussian processes (GPs) and support vector machines (SVMs), since they show better expressiveness and generalizability than parametric estimation methods. Nonparametric estimation methods have shown to be very effective in many real world applications. In particular, Gaussian processes have been used to model complex physical phenomena such as nonstationary geostatistical data [4], wireless signal strength [5], indoor temperature field [6], and terrain mapping [7]. In this paper, we consider the problem of modeling and learning of a complex environment using Gaussian processes.

It is well-known that the performance of the Gaussian process regression algorithm is heavily dependent on the choice of its kernel function [8]. Once a correct kernel function is chosen, the estimation step can be performed (relatively) easily. However, when a mobile sensor network is required to operate under a dynamic or unknown environment, we cannot assume that each agent has a suitable kernel function for its mission in advance. When faced with a new environment, each agent needs to learn a kernel function from collected data while performing its task.

The optimal learning approach for a multi-agent system is to share all data with all agents. But, this is a very costly option for a multi-agent system communicating over wireless channel. Instead, we propose an efficient distributed learning algorithm for mobile sensor networks, which takes the advantage of a multi-agent system and minimizes the communication overhead while achieving excellent performance based on a technique from statistics, called cross validation [9], [10].

Cross validation has been widely used in statistics and machine learning to compare the performances of different models (or learning algorithms) by estimating the predictive ability of each statistical model from empirically computed each model’s generalization error. Cross validation has been very successful in practice and also enjoys strong theoretical results on its consistency for both classification [11] and regression problems [12].

In this paper, we show that cross validation can be naturally applied to learn models in mobile sensor networks with a limited communication bandwidth. Each agent learns model parameters based on its own measurements. Instead of transmitting all measurements to other agents, each agent transmits the learned model parameters to other agents. Upon receiving model parameters from other agents, each agent applies those model parameters to its own measurements to compute the fitness of each model (i.e., cross validation). Then agents share the fitness results and the model with the best fitness is chosen.

The remainder of this paper is structured as follows. We discuss mobile sensor networks in Section II and Gaussian processes in Section III. The distributed learning algorithm for mobile sensor networks using cross validation is described in Section IV. The performance of the distributed learning algorithm is demonstrated in Section V.

II. MOBILE SENSOR NETWORKS

First, we explain the mobile sensing network and sensor models used in this paper. Let \( n \) be the number of sensing agents distributed over the surveillance region \( Q \subset \mathbb{R}^2 \). Assume that \( Q \) is a convex and compact set. The identity of each agent is indexed by \( \mathcal{I} := \{1, 2, \cdots, n\} \). Let \( q_i(t) \in Q \) be the location of agent \( i \) at time \( t \in \mathbb{Z}_{\geq 0} \) and let \( q := q_1 \times q_2 \times \cdots \times q_n = q_{1:n} \in \mathbb{R}^{2n} \) be the configuration of the multi-agent system. The discrete time, high-level dynamics of agent \( i \) is modeled by

\[
q_i(t + 1) = q_i(t) + cp_i(t),
\]

\[
p_i(t + 1) = p_i(t) + eu_i(t),
\]

(1)
where \( q_i, p_i, u_i \in \mathbb{R}^2 \) are, respectively, the position, the velocity, and the input of the mobile agent and \( \epsilon \) is the iteration step size (or sampling time). We assume that the measurement \( y(q_i(t), t) \) of sensor \( i \) includes the scalar value of the Gaussian process \( z(q_i(t), t) \) and sensor noise \( w(t) \), at its position \( q_i(t) \) and measurement time \( t \), \[
y(q_i(t), t) := z(q_i(t), t) + w(t). \tag{2}
\]

A. Graph-Theoretic Representation

The interactions among mobile agents are represented as a graph. Let \( G(q) := (\mathcal{I}, \mathcal{E}(q)) \) be a communication graph such that an edge \((i, j) \in \mathcal{E}(q)\) if agent \( i \) can communicate with agent \( j \neq i \). We assume that each agent can communicate with its neighboring agents within a limited transmission range given by a radius of \( r \). We define the neighborhood of agent \( i \) in a configuration of \( q \) by \( N(i, q) := \{ j : (i, j) \in \mathcal{E}(q), i \in \mathcal{I} \} \). The adjacency matrix \( A := [a_{ij}] \) of an undirected graph \( G \) is a symmetric matrix such that \( a_{ij} = k_3 > 0 \) if vertex \( i \) and vertex \( j \) are neighbors and \( a_{ij} = 0 \) otherwise, where \( k_3 \) is a positive scalar. The scalar graph Laplacian \( L = [l_{ij}] \in \mathbb{R}^{n \times n} \) is a matrix defined as \( L := D(A) - A \), where \( D(A) \) is a diagonal matrix whose diagonal entries are row sums of \( A \), i.e., \( D(A) := \text{diag}(\sum_{j=1}^{n} a_{ij}) \). The 2-dimensional graph Laplacian is defined as \( L := L \otimes I_2 \), where \( \otimes \) is the Kronecker product. A quadratic disagreement function can be obtained via the Laplacian \( L \) [13]:

\[
\Psi_G(p) := p^T L p = \frac{1}{2} \sum_{(i,j) \in \mathcal{E}(q)} a_{ij} \| p_j - p_i \|^2,
\]

where \( p := [p_1, p_2, \ldots, p_n] \in \mathbb{R}^{2n} \).

B. Swarming Behavior

In order for agents to sample measurements of a scalar field at spatially distributed locations simultaneously, a group of mobile agents will be coordinated by a flocking algorithm [14]. We use attractive and repulsive smooth potentials similar to those used in [13], [15] to generate a swarming behavior. To enforce a group of agents to satisfy a set of algebraic constraints \( \|q_i - q_j\| = d \) for all \( j \in N(i, q) \), we introduce a collective potential

\[
U_1(q) := \sum_{i} \sum_{j \neq i} U_{ij}(\|q_i - q_j\|^2) = \sum_{i} \sum_{j \neq i} U_{ij}(r_{ij}), \tag{4}
\]

where \( r_{ij} := \|q_i - q_j\|^2 \). \( U_{ij} \) in (4) is defined by

\[
U_{ij}(r_{ij}) := \frac{1}{2} \left( \log(\alpha + r_{ij}) + \frac{\alpha + d^2}{\alpha + r_{ij}} \right), \quad \text{if } r_{ij} < d_0^2, \tag{5}
\]

otherwise (i.e., \( r_{ij} \geq d_0^2 \)), it is defined according to the gradient of the potential, which will be described shortly. Here \( \alpha, d \in \mathbb{R}_{>0} \) and \( d < d_0 \). The gradient of the potential with respect to \( q_i \) for agent \( i \) is given by

\[
\nabla_s U_1|_{s=q_i} := \frac{\partial U_1(q)}{\partial q_i} \bigg|_{q_i=q} = \sum_{j \neq i} \frac{\partial U_{ij}(r)}{\partial r} \bigg|_{r=r_{ij}} 2(q_i - q_j) = \begin{cases} \sum_{j \neq i} \left( \frac{(r_{ij}-d^2)(q_i-q_j)}{(\alpha + r_{ij})^2} \right) & \text{if } r_{ij} < d_0^2 \\
\sum_{j \neq i} \rho \left( \frac{d^2}{|d_{ij}-d|^2} \right) \|q_i - q_j\|^2 & \text{otherwise,} \end{cases}
\]

where \( \rho : \mathbb{R}_{>0} \rightarrow [0,1] \) is the bump function that smoothly varies from 1 to 0 as the scalar input increases [13]. In equations (4), (5), and (6), \( \alpha \) was introduced to prevent the reaction force from diverging at \( r_{ij} = \|q_i - q_j\|^2 = 0 \). This potential yields a reaction force that is attracting when the agents are too far and repelling when a pair of two agents are too close. It has an equilibrium point at a distance of \( d \). We also introduce a potential \( U_2 \) to model the environment. \( U_2 \) enforces each agent to stay inside the closed and connected surveillance region \( Q \) and prevents collisions with obstacles in \( Q \). Define the total artificial potential by

\[
U(q) := k_1 U_1(q) + k_2 U_2(q), \tag{7}
\]

where \( k_1 > 0 \) and \( k_2 > 0 \) are weighting factors.

We use the distributed control law developed in [14], where distributed control for agent \( i \) is decided based on gradients of the potential fields. More precisely, the input to the dynamic model (1) is

\[
u_i(t) = -\nabla U(q_i(t)) - k_{di} p_i(t) - \nabla \Psi_G(p_i(t)), \tag{8}
\]

where we use \( \nabla g(x) \) to represent \( \nabla_s g(s)|_{s=x} \) and \( k_{di} \) is a gain for the velocity feedback. For more detail, see [14].

III. GAUSSIAN PROCESSES

A Gaussian process\(^1\) defines a distribution over a space of functions and it is completely specified by its mean function and covariance function. Let \( X \in \mathcal{D} \subseteq \mathbb{R}^d \) denote the index vector. If \( z(X) \in \mathbb{R} \) is a Gaussian process, it can be written as

\[
z(X) \sim \mathcal{GP}(\mu(X), \mathcal{K}(X, X')),
\]

where \( \mu(X) = \mathbb{E}[z(X)] \) is a mean function and \( \mathcal{K}(X, X') = \mathbb{E}[(z(X) - \mu(X))(z(X') - \mu(X'))] \) is a covariance function of \( z(X) \). From noisy measurements \( Y = [y_1, y_2, \ldots, y_n]^T \in \mathbb{R}^n \), at \( X_1, X_2, \ldots, X_n \in \mathcal{D} \), where \( y_i = z(X_i) + w_i \) and \( w_i \) is a white Gaussian noise with variance \( \sigma_w^2 \), we can predict the value of the Gaussian process at an unobserved location \( X_s \) and the predicted value has a Gaussian distribution \( z(X_s) \sim \mathcal{N}(\hat{z}(X_s), \mathbf{var}(z(X_s))) \), where

\[
\hat{z}(X_s) = k_s^T (\Sigma + \sigma_w^2 I)^{-1} Y \\
\mathbf{var}(z(X_s)) = \mathcal{K}(X_s, X_s) - k_s^T (\Sigma + \sigma_w^2 I)^{-1} k_s
\]

with \( k_s = [\mathcal{K}(X_s, X_1), \ldots, \mathcal{K}(X_s, X_n)]^T \) [8]. The predicted variance \( \mathbf{var}(z(X_s)) \) measures the uncertainty we have about the new location \( X_s \) and can be used in mobile sensor networks for exploration, e.g. [16].

\(^1\)A Gaussian process is a collection of random variables, any finite number of which have a joint Gaussian distribution [8].
A popular choice for a covariance function is the squared exponential kernel function

$$\mathcal{K}(x, x') = \sigma_f^2 \exp \left( -\frac{1}{2\sigma_l^2} \sum_{m=1}^{n} (x_m - x'_m)^2 \right), \quad (10)$$

where $\sigma_f$ and $\sigma_l$ are hyperparameters of the kernel, which can be learned from data [8]. Learning in Gaussian processes implies (1) choosing the right kernel function from a set of candidates, and (2) estimating hyperparameters of the chosen kernel function.

IV. DISTRIBUTED LEARNING USING CROSS VALIDATION

Cross validation is a widely used empirical technique for estimation and model selection [9], [10]. When there is a number of candidate models, cross validation estimates the predictive ability of each statistical model by empirically computing each model’s generalization error. In $k$-fold cross validation, we partition the data set into $k$ folds of equal size. Then we run $k$ experiments. For experiment $i$, we train our model using all the data except the $i$-th fold and test on the $i$-th fold of data. We finally choose the model which performs best on the test set since this model minimizes the generalization error most. The performance of a model can be measured by the likelihood or classification error on the test set, which empirically approximates the generalizability of each model. For classification problems, $k$-fold estimate is strictly more accurate than a single hold-out estimate [11]. For regression problems (both parametric and nonparametric), cross validation is consistent in the sense of selecting the better model (procedure) with probability approaching one [12].

The overall architecture of distributed learning algorithm using cross validation designed for mobile sensor networks is shown in Figure 1 and the distributed CV learning algorithm is given in Algorithm 1. Each agent collects data from its own sensors and learns the model, for example, hyperparameters of the kernel function or a kernel from a set of possible kernels function and its associated hyperparameters. Then agents communicate with each other about the learned models over wireless communication channel. Once model candidates from the other agents are received, each agent tests the fitness of each model on its own data (i.e., cross validation) and advertises each model’s fitness to other agents. Agents then choose the model that performs the best in the model fitness test.

The main difference between the distributed CV learning algorithm and the traditional $k$-fold cross validation algorithm is that, under distributed CV learning, a model is trained using a single fold of data collected by an agent. Assuming each agent collects the same number of measurements $m/n$, where $m$ be the total number of available measurements from all agents and $n$ is the number of agents. Each agent trains a model using its own data of size $m/n$ and the trained model is tested by other agents using their own data. This scheme is designed to avoid transmissions of measurements. By transmitting only model information, not the data, we can greatly reduce the communication load of the network and speed up the overall learning process by learning different models in parallel. When several models are considered, the parameter set $\hat{\theta}_i$ can also contain the model index information in order to solve the model selection problem (e.g., Section V-C).

**Algorithm 1 Distributed CV Learning (agent $i$ at time $t$)**

**Input:** $y_i(1), \ldots, y_i(t)$ (data), $q_i(1), \ldots, q_i(t)$ (locations), $N_i$ (neighbors of agent $i$ and $i \not\in N_i$)

**Output:** $\hat{\theta}_i$ (estimated parameters)

1. Learn parameters $\theta_i$ from data $y_i(1), \ldots, y_i(t)$
2. Transmit $\hat{\theta}_i$ to $N_i$
3. Receive $\{\hat{\theta}_j\}$ from neighbors ($j \in N_i$)
4. for all $j \in N_i$ do
5. Test $\hat{\theta}_j$ on $y_i(1), \ldots, y_i(t)$
6. Compute the fitness $v_{ji}$ of $\hat{\theta}_j$ (e.g., likelihood)
7. Transmit $v_{ji}$ to $N_i$
8. end for
9. Receive $\{v_{jk}\}$ from $N_i$
10. for all $j \in \{m : v_{mk}$ is received $\}$ do
11. $I := \{k : v_{jk}$ is received $\}$
12. $v_j \leftarrow \frac{1}{|I|} \sum_{k \in I} v_{jk}$
13. end for
14. $j^* \leftarrow \text{arg max} v_j$
15. $\hat{\theta}_i \leftarrow \hat{\theta}_{j^*}$

V. SIMULATION RESULTS

In order to study the performance of our distributed CV learning algorithm, we consider the problem of estimating hyperparameters of the squared exponential kernel function (10) and the variance of the measurement noise in (2). Hence, our goal is to estimate $\sigma_f^2$, $\sigma_l^2$, and $\sigma^2_w$. The application of the algorithm to the model selection problem is shown in Section V-C.

We generated five scenarios from a Gaussian process (9) with the kernel function (10), where $\sigma_f^2 = 1.0$ and $\sigma_l^2 = 2.0$. An example is shown in Figure 2.
Fig. 2. An example of scenarios used in Section V-A and V-B. The figure shows the values of $z(s)$ for $s \in [-15, 15]^2$.

A. Comparison Against Independent Learning Agents

We first compared the performance of our distributed CV learning algorithm against the case in which agents learn independently. We assumed that all agents can communicate with each other (the next section discusses the effect of the communication range on learning) and moves randomly over the surveillance region, i.e., dynamic model (1) with random inputs.

For each scenario, we generated 10 independent runs (trajectories of agents). The standard deviation of the measurement noise was 0.2. As agents collect noisy measurements about the field, we performed two learning operations: (1) independent learning (each agent learns from its own data), and (2) distributed CV learning (agents learn using Algorithm 1). We used the optimization routine from the Gaussian process MATLAB toolbox [8] for estimating hyperparameters. At each simulation time, each agent uses all of its past measurements for this estimation. Then we computed the mean square errors of the estimated parameters against the true parameter values.

The simulation results are shown in Figure 3. The top row shows results from independent learning of a 10-agent system, the middle row shows results from distributed CV learning of a 10-agent system, and the bottom row shows results from distributed CV learning of a 20-agent system. While independent learning takes more time to correctly estimate parameters and its estimates are unstable, the distributed CV learning method shows faster convergence to the true values and its estimates are highly stable. It is important to note that, independent learning does not take an advantage of a multi-agent system; its performance does not improve as more mobile sensors are present. But we can see the benefit of adding more agents in distributed CV learning, i.e., the number of overshootings at the beginning of simulation is reduced.

B. Effects of the Communication Range

In the previous section, we assumed that all agents can communicate with each other. However, this is unrealistic under wireless communication. In this section, we assume the each agent can communicate with agents that are within the communication range of radius $r$. Then we followed the same steps as the previous section in our simulation. There are 10 sensor nodes and all perform distributed CV learning to estimate parameters. We compared two motion types at different communication ranges: (1) random motion; and (2) flocking-based motion described in Section II.

For the random motion, the dynamic model (1) is used but random inputs are given to the agents. However, we applied the boundary potential field $U_2(q)$ to make sure all agents stay within the surveillance region. For the flocking-based motion (or swarming motion), we used the dynamic model (1) with potential fields described in Section II-B to make sure that agents move in coordination, avoid obstacles, and maintain the communication distance with other agents. The input (8) is applied to all agents except agent 1 (leader), which moves based on the random motion. Hence, mobile sensors follow the leader in our setup. The following parameters are used for flocking: $\epsilon = 0.75$, $d = 1.50$, $d_0 = 2.43$, $\alpha = 0.1$, $k_1 = 0.1$, and $k_2 = 0.1 \times n$, where $n$ is the number of agents.

Figure 4 shows the results. When $r = 0$, i.e., agents cannot communicate with each other, the performance of the flocking-based motion is similar to the random motion. But when agents moves based on flocking, the average number of neighbors increases with an increased communication range. Hence, we can take advantage of a multi-agent system and the performance of distributed CV learning improves. This example also demonstrates the benefits of flocking or swarming of mobile sensor networks in the presence of communication constraints.

C. Model Selection Using Distributed CV Learning

Next, we apply the distributed CV learning algorithm to the model selection problem and highlight the power of distributed CV learning. For an illustration purpose, we consider a simple model selection problem with two competing models.

Model 1: A Gaussian process with the squared exponential kernel function shown in (10).

Model 2: A Gaussian process with a Matérn kernel function with parameter $\nu = 3/2$ [8]:

$$K(x, x') = \sigma^2_{mf} \left( 1 + \sqrt{3d(x, x')} \right) \exp \left( -\sqrt{3}d(x, x') \right),$$

where $d(x, x') = \left( \frac{1}{\sigma^2_{ml}} \sum_{i=1}^{d} (x_i - x'_i)^2 \right)^{1/2}$.

The true hyperparameter values are set as the previous example for Model 1. For Model 2, we used $\sigma^2_{mf} = 1.0$ and $\sigma^2_{ml} = 1.0$. The configuration of the surveillance region is the same as the previous example. There are two agents moving around the surveillance region in coordination for 300 simulation times. We considered two cases: (Case 1) the true model is Model 1 and (Case 2) the true model is Model 2. For both cases, agent 1 learns Model 1 while agent 2 learns Model 2.

Figure 5 shows results from Case 1 and Figure 6 shows results from Case 2. From the learned parameters of both
models, each agent computed the negative log marginal likelihood (NLML). When the NLML is small, the model fits better based on the collected measurements. For Case 1, we expect the NLML for Model 1 to be small since it is the true model. However, it is a difficult task using one’s own measurements to identify which model is the correct one as shown in Figure 5(a). But using cross validation, we can choose the correct model with higher confidence as shown in Figure 5(c). We can make the same conclusion for Case 2, where the situation is much more challenging. In this case, when each agent tests two models on its own data, there is virtually no difference between two models (Figure 6(a) and 6(b)). However, the test based on cross validation clearly indicates that Model 2 fits better (in other words, Model 2 has a smaller generalization error than Model 1). This example clearly demonstrates the power of cross validation for assessing generalizabilities of different models. Although it is not shown due to the space limitation, distributed CV learning also shows superior performance in terms of the mean square error (based on predicted values at 3,721 evenly spaced locations over the entire surveillance region).
computes the NLML of Model 2 using agent 1’s measurements and agent 2 computes the NLML of Model 1 using agent 2’s measurements.

(a) NLMLs of two models computed by agent 1 using its measurements. (b) NLMLs of two models computed by agent 2 using its measurements. (c) Results from cross validation: agent 1 computes the NLML of Model 2 using agent 1’s measurements and agent 2 computes the NLML of Model 1 using agent 2’s measurements.

Fig. 5. Evolution of the negative log marginal likelihood (NLML) over simulation time for Case 1 (the true model is Model 1). The model fits measurements better when the negative log likelihood is smaller. (a) NLMLs of two models computed by agent 1 using its measurements. (b) NLMLs of two models computed by agent 2 using its measurements. (c) Results from cross validation: agent 1 computes the NLML of Model 2 using agent 1’s measurements and agent 2 computes the NLML of Model 1 using agent 2’s measurements.

Fig. 6. Evolution of the negative log marginal likelihood over simulation time for Case 2 (the true model is Model 2). (a) NLMLs of two models computed by agent 1 using its measurements. (b) NLMLs of two models computed by agent 2 using its measurements. (c) Results from cross validation: agent 1 computes the NLML of Model 2 using agent 1’s measurements and agent 2 computes the NLML of Model 1 using agent 2’s measurements.

VI. CONCLUSIONS

In this paper, we have proposed a simple, yet powerful, distributed learning method for mobile sensor networks using cross validation. We have shown that cross validation can be easily embedded in a multi-agent system for rapid learning and model selection. In stead of sharing all measurements among agents, the algorithm reduces the communication load by only sharing model parameters. While learning and testing with the same set of measurements is prone to make a wrong selection, the distributed CV learning algorithm takes the advantage of a multi-agent system and is capable of making a more confident selection of a model. Since agents learn models in parallel in distributed CV learning, we have observed the speed up of the overall learning process. We have also shown that the performance of the distributed CV learning algorithm improves as more agents participate. We expect the proposed method can be applied to a wide range of estimation and model selection problems in multi-agent systems due to its simplicity and high performance.
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